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To deploy MySQL with a replica count of 3 in Kubernetes, you would typically use a StatefulSet instead of a Deployment. A StatefulSet ensures that each replica of the MySQL pod gets a unique, stable network identity and persistent storage. This setup is particularly important for stateful applications like databases.

**Step-by-Step Guide to Deploy MySQL with 3 Replicas**

**1. Create Persistent Volume Claims (PVCs)**

Since each MySQL replica will need its own persistent storage, you'll create a StorageClass and a PersistentVolumeClaim (PVC) that will dynamically provision PersistentVolumes (PVs).

Create a file named mysql-storage.yaml:

yaml
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

name: mysql-storage

provisioner: kubernetes.io/minikube-hostpath

---

apiVersion: v1

kind: PersistentVolumeClaim

metadata:

name: mysql-pvc

spec:

accessModes:

- ReadWriteOnce

resources:

requests:

storage: 10Gi

storageClassName: mysql-storage

Apply the storage configuration:

sh
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kubectl apply -f mysql-storage.yaml

**2. Create MySQL StatefulSet and Service**

Create a file named mysql-statefulset.yaml:

yaml

Copier le code

apiVersion: v1

kind: Service

metadata:

name: mysql

labels:

app: mysql

spec:

ports:

- port: 3306

name: mysql

clusterIP: None

selector:

app: mysql

---

apiVersion: apps/v1

kind: StatefulSet

metadata:

name: mysql

spec:

selector:

matchLabels:

app: mysql

serviceName: "mysql"

replicas: 3

template:

metadata:

labels:

app: mysql

spec:

containers:

- name: mysql

image: mysql:5.7

ports:

- containerPort: 3306

name: mysql

env:

- name: MYSQL\_ROOT\_PASSWORD

value: rootpassword

- name: MYSQL\_DATABASE

value: wordpress

- name: MYSQL\_USER

value: wordpress

- name: MYSQL\_PASSWORD

value: wordpresspassword

volumeMounts:

- name: mysql-persistent-storage

mountPath: /var/lib/mysql

volumeClaimTemplates:

- metadata:

name: mysql-persistent-storage

spec:

accessModes: [ "ReadWriteOnce" ]

storageClassName: "mysql-storage"

resources:

requests:

storage: 10Gi

Apply the MySQL StatefulSet configuration:

sh
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kubectl apply -f mysql-statefulset.yaml

**3. Verify the Deployment**

Check the status of the StatefulSet and the pods:

sh
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kubectl get statefulsets

kubectl get pods -l app=mysql

You should see three pods running, each with its own unique identifier.

**Accessing the MySQL Cluster**

To access the MySQL cluster, you can use a MySQL client pod or exec into one of the MySQL pods.

**Create a MySQL Client Pod (if needed)**

Create a file named mysql-client.yaml:

yaml

Copier le code

apiVersion: v1

kind: Pod

metadata:

name: mysql-client

spec:

containers:

- name: mysql-client

image: mysql:5.7

command: ['sleep', '3600']

Apply the MySQL client pod configuration:

sh
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kubectl apply -f mysql-client.yaml

**Access the MySQL Database**

Exec into the MySQL client pod and connect to the MySQL service:

sh
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kubectl exec -it mysql-client -- mysql -h mysql-0.mysql -u root -p

Enter the rootpassword when prompted.

Alternatively, you can connect to any specific MySQL pod by its name:

sh
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kubectl exec -it mysql-0 -- mysql -u root -p

kubectl exec -it mysql-1 -- mysql -u root -p

kubectl exec -it mysql-2 -- mysql -u root -p

**Summary**

1. **Create Persistent Volume Claims** using mysql-storage.yaml.
2. **Deploy MySQL StatefulSet and Service** using mysql-statefulset.yaml.
3. **Verify the Deployment** by checking the StatefulSet and pods.
4. **Access the MySQL Cluster** using a MySQL client pod or kubectl exec.

This setup ensures that your MySQL deployment has three replicas, each with its own persistent storage, providing a more resilient and scalable database solution on Kubernetes.
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The Pending status for the MySQL pod typically indicates that the pod is waiting for resources to become available, often due to issues with the PersistentVolumeClaim (PVC) not being bound to a PersistentVolume (PV). Let's troubleshoot and resolve this issue step-by-step.

**Troubleshooting Steps**

**1. Check the PVC Status**

First, check the status of the PersistentVolumeClaims to see if they are bound:

sh
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kubectl get pvc

You should see something like:

plaintext

Copier le code

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE

mysql-pvc-mysql-0 Bound pvc-xxx 10Gi RWO mysql-storage 5m

mysql-pvc-mysql-1 Bound pvc-yyy 10Gi RWO mysql-storage 5m

mysql-pvc-mysql-2 Bound pvc-zzz 10Gi RWO mysql-storage 5m

If the PVCs are in the Pending state, it means they couldn't be bound to a PersistentVolume. Let's investigate further.

**2. Describe the PVCs**

Describe the PVCs to get more information on why they might be pending:

sh
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kubectl describe pvc mysql-pvc-mysql-0

Look for any error messages or warnings in the output.

**3. Describe the Pod**

Check the events associated with the pod to see if there are any clues:

sh
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kubectl describe pod mysql-0

Look for events under the Events section that might indicate why the pod is pending.

**4. Check StorageClass and Provisioner**

Make sure your StorageClass is correctly configured and the provisioner is working. Here is the mysql-storage.yaml file for reference:

yaml
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

name: mysql-storage

provisioner: kubernetes.io/minikube-hostpath

Apply it if it hasn't been applied yet:

sh
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kubectl apply -f mysql-storage.yaml

**5. Check Available PersistentVolumes**

Check the available PersistentVolumes to see if there are any that match the requirements of your PVCs:

sh
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kubectl get pv

If there are no available PVs, you might need to create them manually.

**6. Create PersistentVolumes Manually (if necessary)**

If your PVCs are not being bound because there are no available PVs, create PVs manually. Create a file named mysql-pv.yaml:

yaml
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apiVersion: v1

kind: PersistentVolume

metadata:

name: mysql-pv-0

spec:

capacity:

storage: 10Gi

accessModes:

- ReadWriteOnce

hostPath:

path: /mnt/data/mysql-0

---

apiVersion: v1

kind: PersistentVolume

metadata:

name: mysql-pv-1

spec:

capacity:

storage: 10Gi

accessModes:

- ReadWriteOnce

hostPath:

path: /mnt/data/mysql-1

---

apiVersion: v1

kind: PersistentVolume

metadata:

name: mysql-pv-2

spec:

capacity:

storage: 10Gi

accessModes:

- ReadWriteOnce

hostPath:

path: /mnt/data/mysql-2

Apply the PV configuration:

sh
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kubectl apply -f mysql-pv.yaml

**Verify and Restart**

After making sure the PVCs are bound and the PVs are correctly set up, restart the StatefulSet to see if the pods can be scheduled:

sh
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kubectl delete pod mysql-0

kubectl delete pod mysql-1

kubectl delete pod mysql-2

Kubernetes will automatically recreate the pods.

**Summary**

1. **Check the PVC status** with kubectl get pvc.
2. **Describe the PVCs** and pods for more details.
3. **Verify the StorageClass and provisioner** are correctly set up.
4. **Check available PVs** with kubectl get pv.
5. **Create PVs manually** if necessary.
6. **Restart the StatefulSet** by deleting the pods.

By following these steps, you should be able to resolve the Pending status of your MySQL pods. If you encounter any specific error messages or issues during these steps, please provide those details for further assistance.
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